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Abstract. Through a mathematical and computational model of the physical behav-
ior of shape memory alloy wires, this study shows that localized heating and cooling of
such materials provides an effective means of damping vibrational energy. The thermally
induced pseudo-elastic behavior of a shape memory wire is modeled using a continuum
thermodynamic model and solved computationally as described by the authors in [23].
Computational experiments confirm that up to 80% of an initial shock of vibrational en-
ergy can be eliminated at the onset of a thermally-induced phase transformation through
the use of spatially-distributed transformation regions along the length of a shape mem-
ory alloy wire.

Key words: thermodynamic control, active vibration damping, nonlinear partial dif-
ferential equations, shape memory alloys
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1 Introduction

Shape memory alloys are characterized by their unique ability to undergo a thermally-induced crystal
phase transformation, known as the first-order martensitic phase transformation. This transformation
induces such materials to achieve up to 8% pseudo-elastic deformation (deformation without material
damage) through small changes to their temperature. As a result of such uniquely sensitive responses
to small temperature variations, these materials are currently being considered for such multi-ranging
tasks as micro- and nano-machinery, biomedical implants, self-repairing shielding devices, and active
damping applications.
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Our primary concerns in this paper are to test the applicability and feasibility of the computational
approaches used for thermodynamic simulations, to gain insight into the internal mechanisms inducing
vibrational damping, and to initiate exploration of control strategies for such damping in the shape
memory alloy wires.

We use an improved thermodynamic model and solution method that correctly predicts all the
relevant nonlinear behaviors inherent to shape memory alloy wires (see [23]). The model is used to
examine the applicability of these materials for thermally-induced vibration damping. The computa-
tional experiments show that a promising thermal control for vibration damping purposes involves
the formation of localized, regularly-spaced transformation regions along the length of the wire. Using
such a controlling procedure, the thermally-induced crystal phase transformation achieves damping of
up to 80% of the vibrational energy at the onset of the phase transition. The computational study of
the damping mechanisms based on the SMAs, compatible with the widely used Likhatchev model [26],
is reported by Oberaigner, Antretter, Fischer and Tanaka in [32].

We present the above topics in the following manner. Section 2 discusses the nonlinear thermody-
namic model describing the thermodynamic behavior of these alloys, including both a new form of the
inhomogeneous heat flux and a new construction of the free energy density. Then, Sections 3 and 4
describe the computational solution method used in solving the model, with special attention toward a
new method for reducing errors introduced by artificial dissipation mechanisms. Finally, computational
experiments showing the results on thermally-activated vibration damping are provided in Section 5.
For the sake of completeness, in Section 7 we include some of the known theoretical results providing
alternate mechanisms from the one used here for mechanical damping using shape memory alloys.

2 Mesoscopic Thermodynamic Model

The model is an expanded version of those discussed by Falk [10], Hoffmann and Songmu [16], Melnik
and Roberts [28,29] and Niezgódka and Sprekels [31] in that we use a nonlinear, continuum physics
based thermodynamic model of shape memory alloy wires, derived in [23,34]. This model improves
upon the aforementioned models in a number of ways. First, the proposed model does not allow linear
simplifications of the temperature response as in [8,10,22,21]. Such simplifications limit the appli-
cability of those models to a small temperature region around the transition temperature and often
decouple the resulting system of partial differential equations. Second, as opposed to the traditional
Fourier heat flux, the model incorporates an inhomogeneous form of the heat flux that accounts for
phase-dependent changes in the heat transfer, as proposed by R. D. James and P. Klouček [21] and
Abeyaratne and Knowles [1]. A further improvement is that the model is based on a modified ver-
sion of the Landau-Devonshire potential. The potential surmounts the difficulties of the Falk and
Landau-Devonshire potentials, since it allows for control over the material constants for particular
shape memory alloys, while still satisfying the theoretical requirements necessary for traditional ex-
istence theory. A final contribution of the model is that it solves the resulting nonlinear system of
partial differential equations in a way that minimizes the artificial dissipation required by previous
solution techniques. This section details the nonlinear thermodynamic model, which incorporates the
inhomogeneous heat flux and improved free energy into the fully-coupled nonlinear model.

The spatial scale is the first consideration in constructing any model of material behavior. Compared
to the time-scale of general thermodynamic processes, the first-order phase transformation itself occurs
as a very sudden change on the molecular level (∼10−9 m). However, molecular models encounter the
major difficulty that computations must remain limited to a very small region, since each particle
must be accounted for separately. Furthermore, on the molecular level such averaged quantities as
temperature and entropy are not defined, and instead are replaced with particle kinetics. Macroscopic
models (∼100 m) are similarly unhelpful, since the most interesting behaviors of these materials derive
from the first-order phase transformation, which cannot be described by physical equations at the
macroscopic level.

Therefore our model is on a scale between these two spatial levels. This mesoscopic scale (∼10−5

m) consists of basic elements called lattice particles, which may be thought of as small parts of the
continuum metallic lattice forming the body (see Huo, I. Müller and Seelecke [18]). Mesoscale models
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are based on the assumption that the usually negligible fluctuations of the molecular particles can be
ignored (see Lifshitz and Pitaevskii [25]).

The choice of modeling on this mesoscopic scale has a number of consequences. First, at this
scale the material can be thought of on a continuum level, where such thermodynamic quantities
as the entropy and temperature are still defined. Moreover, mesoscale models assume that lattice
particles transform between phases as whole units. In other words, at this level the microscopic crystal
lattice deformations correspond to mesoscopic strains in the lattice particle. Therefore the mesoscopic
strain may be considered as an order parameter. Thus, measurements of the mesoscopic strain permit
recognition of individual material phases for each lattice particle (see Niezgódka and Sprekels [31]).

2.1 The Model

For our computational experiments on vibration damping using shape memory alloy wires, we use the
nonlinear thermodynamic model derived by the authors in [23,34]. We begin by defining the quantities
to be used throughout this paper in the following Table 2.1. The various material constants used are
summarized in Table 2.2.

Variable Units Description

u m deformation
θ K absolute temperature
γ deformation gradient, γ = ux

b N kg−1 external body force
r W kg−1 external heat supply
q W m−2 referential heat flux
σ Pa first Piola-Kirchoff stress
η J kg−1 K−1 entropy density
ε J kg−1 internal energy density
Ψ J kg−1 Helmholtz free energy density

Table 2.1. Variables and their units used throughout the model. All quantities are defined for points
(x, t) in the domain Ω × IR+.

Remark 2.1 We make the following remarks on the variables and notation used throughout the
thermodynamic model.

1. The reference configuration of the body is denoted Ω = [0, L] ⊂ IR, which is shaped like a wire of
length L having cross-sectional area β; reference lengths are here taken to be those of unstressed
austenite in coordinatizing the wire.

2. Since we consider the deformation as opposed to the displacement, the austenitic reference config-
uration is therefore given by u(x) = x. One-dimensional deformation gradients γ(x) def= ux(x) > 1
thus imply local extension of the wire, and deformation gradients γ(x) < 1 imply local compression
of the wire. The two martensitic deformation gradients are thereby given by γ(x) = 1± γ0, where
γ0 is a material property of the SMA.

3. The model is derived using a Eulerian frame of reference, i.e., we treat all quantities in regards to
the reference configuration.

4. Due to the multiple, distinct stable phases of shape memory alloys, the deformation has limited
regularity, u ∈ L2(IR+; H1(Ω)). Thus the deformation gradient γ(x, t) is only defined almost ev-
erywhere x ∈ Ω.

5. The Helmholtz free energy is defined according to Landau as Ψ = ε− θη, [25].
6. Derivatives, taken with respect to the reference frame, adhere to the following shorthand:
• Time derivatives: ∂

∂tw(x, t) = ẇ(x, t);
• Partial derivatives: ∂

∂xw(x, t) = ∂xw(x, t) and ∂2

∂x∂y w(x, y) = ∂2
xyw(x, y);

• Total derivatives: d
dxw(x) = dw(x) and d2

dx2 w(x) = d2w(x).
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Constant Units Description

1± γ0 stable martensitic deformation gradients
ρ0 kg m−3 referential density
κ W m−1 K−1 thermal conductivity
cp J kg−1 K−1 specific heat capacity
Ea GPa elastic modulus of austenite phase
Em GPa elastic modulus of martensite phase
α kg m−1 s−1 viscosity coefficient
θA K austenite finish temperature
θC K critical transition temperature
θM K martensite finish temperature

Table 2.2. Material constants used in the model, along with their physical units.

7. Body forces are experienced as compressive vibrational stresses acting on the material elements at
the x = L end of the wire only; this end is also considered to be fully thermally insulated.

8. At the left end of the wire, x = 0, the temperature is fixed in a thermal bath at θDC and its
deformation is held fixed at zero. The subscript DC indicates that we prescribe Dirichlet boundary
condition at x = 0 for the temperature.

9. The body begins with initial deformation u0(x), initial velocity v0(x) and initial temperature
distribution θ0(x).

10. We assume that the referential density is homogeneous throughout the body. ut

The thermodynamic model considers the fully-coupled nonlinear system of equations given by the
balance of linear momentum and the conservation of energy to describe the thermodynamic behavior
of a broad class of materials. Often, the solutions to these equations are considered separately, where
one alternates between solving one equation and then the other. However, those approaches may be
flawed due to the sudden changes in the thermodynamic state at moments of phase transition. In view
of the dependence of both equations on the thermodynamic quantities u and θ, such operator-splitting
techniques may not be applicable. Therefore, we instead consider the fully coupled, nonlinear system
of partial differential equations given by

ρ0ü = ρ0∂
2
xγΨ + α ∂2

xxu̇ + ρ0b

ρ0cpθ̇ = ρ0θ∂
2
γθΨγ̇ + α γ̇2 + κ∂x (γ∂xθ) + ρ0r;

(2.1)

with the experimental conditions dictating the initial and boundary conditions

u(x, t0) = u0, u̇(x, t0) = v0, θ(x, t0) = θ0

u(0, t) = 0, u̇(0, t) = 0, θ(0, t) = θDC(t), ∂xθ(L, t) = 0.

We note that the current model ignores possible heat dissipation to the environment. Furthermore, the
behavior of the SMA wire is controlled through the heat supply term r(x, t). The vibrational forces are
implemented in the body force term b(x, t), and affect the material at the x = L end of the wire. These
forces are implemented as a force acting on the material elements in a small amount of the material
in the spatial interval (L− δx, L).
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At the heart of this model is the Helmholtz free energy Ψ(γ, θ). We use the following form, derived
in [23,34],

Ψ(γ, θ) = CM (θ)WM (γ) + CC(θ)WC(γ) + CA(θ)WA(γ) + cp(θ − θ ln θ) + Dθ + E,

where

WM (γ) =





Em

2ρ0
(γ − 1− γ0)2, γ < 1− γ0,

Em

8ρ0γ2
0

(
(γ − 1)4 − 2γ2

0(γ − 1)2 + γ4
0

)
, γ ∈ [1− γ0, 1 + γ0],

Em

2ρ0
(γ − 1 + γ0)2, γ > 1 + γ0;

WC(γ) =





Ea+Em

4ρ0
(γ − 1− γ0)2, γ < 1− γ0,

Ea+Em

16ρ0γ4
0

(
(γ − 1)6 − 2γ2

0(γ − 1)4 + γ4
0(γ − 1)2

)
, γ ∈ [1− γ0, 1 + γ0],

Ea+Em

4ρ0
(γ − 1 + γ0)2, γ > 1 + γ0;

WA(γ) =
Ea

2ρ0
(γ − 1)2;

(2.2)

the various constants are defined in Table 2.2; and the coefficient functions CM (θ), CC(θ) and CA(θ)
are constructed to piece the isotherms WM , WC and WA together using natural cubic splines on a
regular temperature mesh containing the set of temperatures {θM , θC , θA}. Thus we omit the formulae
for these coefficients. The system (2.1) is solved to find the thermodynamic state (u and θ) in the
shape memory alloy wire at any point (x, t) ∈ [0, L]× [0,∞).

By construction, the free energy Ψ satisfies the requirements dictated by the physical behavior
of shape memory alloy wires. The free energy accounts for the phenomenological behavior of shape
memory alloys through the first-order phase transformation. Moreover, not only is the form (2.2) for
the free energy qualitatively correct, but it is rich enough to allow enough control over the material
behavior for good approximation of particular SMAs. Therefore the general thermodynamic model
(2.1), with the Helmholtz free energy (2.2) at its core, fully describes the nonlinear thermodynamic
behavior of shape memory alloys.

Before presenting our computational results using the proposed model, however, we discuss the
methods used for approximating weak solutions to the system (2.1). Given the existence theory for
such systems by Friesecke and Dolzmann [14] and Niezgódka and Sprekels [31], we discuss the proposed
computational solution method in the following Sections 3 and 4.

3 Continuous Space-Time Galerkin

We now consider the computational solution of the proposed model. Of particular importance in the
numerical solution of such hyperbolic systems of conservation laws is the necessity for the discrete
scheme to satisfy discrete versions of those conservation laws. This means that the discrete scheme
used to compute solutions to the continuous Lyapunov system (2.1) must in turn provide a discrete
Lyapunov system. This discrete analog of conservation of energy assures the long-time stability of
the approximate solution and provides a discrete total thermomechanical energy which will remain
unconditionally conservative or even dissipative in time.

For this purpose we employ Continuous Time Galerkin (CTG) Methods for the time-discretization
of our PDE system. CTG methods were first introduced in the context of ordinary differential equa-
tions by Hulme [17], and further expanded by French and Jensen [12] and French and Peterson [13].
According to these studies, CTG methods satisfy the required Lyapunov stability in time. This occurs
because such methods retain continuity in time, so discrete versions of the energy conservation prin-
ciples remain applicable to the resulting discrete systems. It is known that other numerical methods,
such as the method of lines and various integral methods, also satisfy this discrete Lyapunov property.
However, the further benefit to CTG schemes is that, when combined with finite element approxi-
mations of the spatial variables, they provide for a unified treatment of both spatial and temporal
discretization. Furthermore, CTG methods allow for a systematic method of proving existence of dis-
crete solutions for long time scales, through examination of the Lyapunov nature of the total energy



6 P. Klouček, D. R. Reynolds, T. I. Seidman

in time. Continuous Time Galerkin methods have thus been used successfully in the approximation of
solutions to nonlinear wave equations similar to that used in the current model (see [13,15,20–22] for
further details).

4 Variable Viscosity Newton Method

Due to the non-convexity of the free energy (2.2), time and space discretization of the PDE system (2.1)
results in a finite-dimensional, nonlinear, nonconvex root-finding problem. In this resulting problem,
local minima of the root-finding surface correspond to unphysical thermodynamic states, and therefore
a more global optimization method is desired. Since traditional optimization methods prove insufficient
in this case, we return to the existing literature on the problem of phase transitions. From considering
the success of methods on the perturbed problems having high viscosity coefficients (see Friesecke and
Dolzmann [14], Hoffmann and Songmu [16] and Niezgódka and Sprekels [31]), and due to the similarity
to the well-known Method of Vanishing Viscosity used in the solution of scalar conservation laws (see
Dafermos [7] or Málek, Nečas, Rokyta and Růžička [27]), we propose the following variable viscosity
approach for the model solution. In this approach the moment of phase transition is detected by
monitoring iterates in the damped Newton method. Once these iterates show signs of stagnation, and
thus phase transition in the model solution, the viscosity coefficient α is increased to the level proposed
by theoretical results in order to render the model well-posed. The standard Newton method is then
applied to this perturbed system to obtain a perturbed solution for the current time step. From this
point, the viscosity level α is progressively lowered, using the previous perturbed solutions as the initial
guesses for the Newton root-finding scheme to better calculate the same time step. Denoting the original
zero-viscosity root-finding problem as g̃(X,ϕ) = gn,∆x(Xn−1, Xn, ϕ) = 0 with corresponding solution
X∗, and denoting the viscosity-perturbed problem as g̃α(X, ϕ) = 0 with corresponding solution Xα,
this process may be written in the following manner:

Definition 4.1 (Variable Viscosity Newton Method)

0. Initialize α = 0 and X = Xn.
1. Construct the linear system Dg̃(X, ϕ)(X) = −g̃(X, ϕ), where

Dg̃(X, ϕ)(X) =




Dg̃1(X,ϕ)(u) Dg̃1(X, ϕ)(v) 0
Dg̃2(X,ϕ)(u) Dg̃2(X, ϕ)(v) Dg̃2(X, ϕ)(θ)
Dg̃3(X,ϕk)(u) 0 Dg̃3(X, ϕ)(θ)




X =
[
u v θ

]T

g̃(X, ϕ) = [g̃1(X,ϕ) g̃2(X, ϕ) g̃3(X, ϕ)]T .

2. Attempt to solve the above system for X. If no solution exists, then the system is stuck at a local
minimum. Skip to step 5.

3. Set τ = 1 and halve τ progressively until g̃(X + τX, ϕ) < g̃(X,ϕ). If this fails, or if τ decreases
below a minimum tolerance, then the system is approaching a local minimum. Skip to step 5.

4. Update the Newton iterate X = X + τX. If the stopping criteria is met, exit. Otherwise return to
step 1.

5. Set α = αmax and Xα = Xn.
6. Construct the linear system

Dg̃α(Xα, ϕ)(X) = −g̃α(Xα, ϕ).

7. Attempt to solve the above system for X. If no solution exists, return Xα as the final perturbed
solution.

8. Update the viscous Newton iterate Xα = Xα + X. If the Newton stopping criteria is met, halve α.
Return to step 6.

The above algorithm is designed to serve two key purposes. First, it assures that the overall time-
stepping scheme remains stable by reverting to the solution of the perturbed, parabolic system g̃α(X, ϕ)
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during moments of computational difficulty. Second, the viscous Newton method shown here reduces
the amount of error in the solution to the dynamic system introduced through the artificial dissipation.
Typically, the method as described here achieves solutions to perturbed systems using viscosity coef-
ficients at least an order of magnitude smaller than those required without reduction of the viscosity
(see [14,33]).

Viscous stresses are included in the model using the term αγ̇. The use of such additional viscous
stresses has no physical justification, since any internal conversion of mechanical to thermal energy
should be accounted for through the nonlinearity of the model [3–5,14,35,30]. Therefore, the true
physical case of a SMA wire corresponds to viscosity coefficient α = 0. Rather, these additional
viscous stresses are included in the model to avoid possible ill-posedness at the onset and during the
phase transition. The ill-posedness is caused by the construction of the Helmholtz free energy which
connects the equilibria by the thermodynamic states at which the energy can be negative definite.
Such states are considered unphysical, [9].

In essence, the variable viscosity method proposed here provides a practical trade-off between
modeling accuracy (α = 0) which may result in unphysical fluctuations, and computability (α > 0)
which results in artificial smoothing of the computed function. The proposed method achieves this
through updating the viscosity coefficient to move from the large viscosity solution to the small viscosity
solution.

5 Computational Experiments

We have examined in [24] the theoretical possibilities of using temperature as an active control to damp
vibrational energy in SMA wires. Our theoretical results show that damping may be possible through
the use of oscillatory temperature controls. The computational results in the following sections are
designed to investigate various means of implementing such a strategy to damp vibrations in shape
memory alloy wires. To this end, we present results on how the temperature-induced full phase trans-
formation and spatially-localized phase transformations affect vibrational energy in a shape memory
alloy wire1. We conclude the computational results by discussing a highly effective temperature control
for these damping processes.

Constant Value Units Description

γ0 0.02 stable martensitic displacement gradient
ρ0 6.45× 103 kg m−3 density
κ 10 W m−1 K−1 thermal conductivity
cp 322 J kg−1 K−1 specific heat capacity
Ea 7.5× 1010 Pa austenite elastic modulus
Em 2.8× 1010 Pa martensite elastic modulus

1± γ0 1± 0.02 stable martensitic strains
L 0.05 m length of wire
β 2× 10−8 m2 cross-sectional area of wire
θA 350 K austenite finish temperature
θC 335 K critical transition temperature
θM 320 K martensite finish temperature

Table 5.1. NiTi material constants used within the calculations (from [6,19]).

In all these numerical experiments, we consider the NiTi shape memory alloy (though given the
correct set of material constants, other alloys could be tested as well). The material constants used
throughout the numerical experiments are given in Table 5. However, before presenting results from
the numerical simulations, we discuss some of the visualization techniques used to represent output
from the one-dimensional thermodynamic model.

1 The model’s ability to perform the stress-induced phase transformation is demonstrated in [23].
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5.1 Visualization Techniques

In order for the computational results in the remainder of the section to be easily interpreted, we
discuss some of the methods used to visually represent the numerical results. The greatest difficulty
in showing the computational results lies in finding meaningful representations of the deformation
and material phases through the shape memory alloy wire. One-dimensional deformations constitute
elongation (ux(x) > 1) and contraction (ux(x) < 1). But since macroscopic length changes are difficult
to observe and do not provide information as to local changes in the wire, we plot the displacement,
instead of the deformation. Thus, plots of the physical shape changes in the wire will show, on the
vertical axis, distances away from the austenitic reference configuration. Therefore, positive values
of displacement correspond to elongation and negative values to contraction, as seen in Figure 5.1.
With this visualization technique, austenitic regions seem “flatter” in these plots than martensitic
regions, which have steeper displacement gradients. Furthermore, as a result of the steeper displacement
gradients, twinned martensite appears highly oscillatory, as seen on the right side of the example
displacement plot in Figure 5.1.

x-axis x-axis

Fig. 5.1. Displacement and Phase Visualization Techniques: One dimensional deformation constitutes elongation and
contraction. Thus displacement (left plot) is plotted for clarity, with positive values corresponding to elongation and
negative values corresponding to contraction. Phase plots (right side) use light gray as the austenite phase, and use
medium gray and dark gray for the martensite variants. Note the austenitic regions in the left side of both plots, and
the martensitic regions in the right side of each plot.

We must also plot meaningful results for the various material phases at different locations along the
wire. Since the material phases at equilibrium correspond to γ(x) = 1 for austenite and γ(x) = 1± γ0

for martensite, and also since these dynamic experiments allow for deviations away from equilibrium,
we may simply choose between the phases in the following manner: at each point x in the wire,

γ(x) ≥ 1 + γ0/2 ⇒ martensite+,

γ(x) ≤ 1− γ0/2 ⇒ martensite−,

|γ(x)− 1| < γ0/2 ⇒ austenite.

We then use grayscale plots to show these phases, along with the corresponding length change in the
wire, as shown in Figure 5.1, where light gray regions correspond to austenite, medium gray regions
to martensite+ and dark gray regions to martensite−. The twinned martensite is shown by the rapid
alternation between each of the detwinned states as seen in Figure 5.1.

Other plots that are used to represent the numerical results are the kinetic energy and the temper-
ature. The temperature plots are straightforward, however the kinetic energy plots are slightly more
complex. An example plot showing the time-evolution of the overall kinetic energy (in Joules) in the
wire, as calculated via

K(t) = ρ0β

∫ L

0

v(x, t)2dx, (5.1)

may be seen in Figure 5.2. Here, the highly oscillatory behavior in time is a result of the exchange
between potential and kinetic energy in the wire. To obtain an idea of the time-behavior of the overall
vibrational energy in the wire, it suffices to follow the peaks of this curve in time.

With these visualization tools at our disposal, we now demonstrate the vibration damping experi-
ments using simulated shape memory alloy wires. We begin with the general experimental setup.



Computational Modeling of Vibration Damping in SMA Wires 9

0 0.5 1 1.5 2
0

1

2

3

4

5
x 10

 6

time [ms]

m
e

c
h.

 
e

n
e

r
g

y
 

[
k

g
 

m
2  

s-
2 ]

Kinetic Energy History

Fig. 5.2. Kinetic Energy Visualization Technique: Kinetic energy plots oscillate rapidly as a result of the exchange
between kinetic and potential energy. The overall vibrational energy may be tracked by following the peaks.

5.2 Damping Strategy

These examples are designed to elucidate the applicability of the NiTi shape memory alloy for vibration
damping purposes. Each of these examples begins with the wire at rest. Early into the simulations, a
vibrational wave of the form

b((L−∆x,L), t) = mag ∗ cos
(

t− peak
dur

)
∗ exp

(
−

(
t− peak

dur

)2
)

strikes the free end of the wire, where mag provides the magnitude of the wave, peak provides the
time of the wave peak, and dur provides the duration of the vibrational activity. The values of these
parameters used in the following experiments were mag = 2 ∗ 104 N kg−1, dur = 0.04 ms and peak
= 0.04 ms. A picture of the resulting vibrational wave is given in Figure 5.3. This form of vibrational
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Fig. 5.3. Vibrational Force Used in Damping Tests: the tensile/compressive body force b(t) exerted on the rightmost
end of the wire, and measured in units kN kg−1. The axes are swapped, with time proceeding downward, to indicate
the direction of force. Note the truncated time scale, since the full simulation lasts 2 ms.

energy is used since it allows for a short but strong burst of vibrational energy to enter the wire, and
from that moment we may analyze the damping behavior in time. We implement the vibrational forces
as a body force, acting only within the rightmost end of the wire. This allows us to include external
forces without need of surface forces on the boundary.
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Each of the following four examples begins with the wire in the fully-twinned martensitic state at
the transition temperature θC , and the same vibrational wave affects each of them at the beginning of
the simulation. After the initial wave hits, the examples differ in only the heating and cooling schemes
used to combat the vibrational waves. The first of these examples in Section 5.3 provides the base case
in the absence of any temperature control. This serves as the point of comparison for the subsequent
examples. The second example, in Section 5.4, shows the effects of a full phase transformation on
the vibrational energy in the wire. The third example, discussed in Section 5.5, shows how highly
localized phase transformations perform for damping applications. The final example, in Section 5.6,
shows a promising means for using localized phase transformations to damp vibrational energy. A more
complete set of numerical experiments including annotations and analyses of robustness and numerical
stability can be found at http://www.caam.rice.edu/∼reynoldd/.

5.3 Base Case

This example is used as a base of comparison for the various heating schemes. Therefore no heating
control is applied to the wire, and the results provide the comparative case of a purely vibrating
martensitic wire.
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Fig. 5.4. Kinetic Energy Plot for an Uncontrolled Vibrating Wire: Note the very slow natural damping.

The Figure 5.4 shows the kinetic energy history for the uncontrolled case. As expected, the vibra-
tional energy very slowly damps out of the system. The apparent random nature of the vibrational
waves is likely due to the frequencies of the input wave being out of synchrony with the natural fre-
quencies in the wire. It is expected that as time goes on, the higher frequency vibrations will slowly
cancel out, while the lower frequencies will remain, steadily vibrating the shape memory wire in time.

The temperature and phase plots of this case are of little interest, since the temperature remains
within 0.01 K of the initial temperature θC and neither the temperatures nor stresses are large enough
to create the austenitic phase in the wire. Thus we limit the snapshot plots for this example to those
of the displacements in Figure 5.5, taken at the equidistant time levels t = 0.1 ms, 0.7 ms, 1.3 ms and
1.9 ms. As expected, the plots show the motion of the vibrational waves through the martensitic wire
in time.

Certainly, this case is of little interest in its own right. However, the remaining examples, when
compared with both the kinetic energy plot and the displacement plots here, provide both unexpected
and interesting results.
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Fig. 5.5. Displacement Plots for the Uncontrolled Vibrating Wire: The martensitic wire vibrates under wave motion.
Temperatures and stresses are too small to induce transformation.

5.4 Non-Localized Phase Transformation

In this first of our examples of thermal control for the damping of vibrations in shape memory alloy
wires, we examine the effect of transforming the entire wire from martensite to austenite. To this end,
we uniformly heat the wire throughout the simulation using the control r(x, t) = 6 kJ g−1 ms−1. The
amount of the heat pumped into the wire is large hence the relaxation times are short. We use this as a
calibration of the model since we can thus allow for short time span for our experiments. However, the
increased amount of added heat does not change the qualitative conclusions on damping vibrational
energy. The thermally-induced phase transformation occurs in two stages. In this example, the first

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

 6

time [ms]

m
e

c
h

.
 

e
n

e
r

g
y

 
[

k
g

 
m

2   
s-

2 ]

Kinetic Energy History

Fig. 5.6. Kinetic Energy Plot for the Non-Localized Phase Transformation: The kinetic energy decreases as the wire
is heated. At the moment of phase transformation kinetic energy drops significantly, followed by energy spikes. Note the
final highly regular, larger observable vibrational energy.

of these occurs at t = 0.8 ms. Then, due to the effects of latent heat, the second stage of the phase
transformation occurs at t = 1.1 ms. The behavior of the kinetic energy just before, during, and after
these partial phase transformations proves to be quite interesting. As seen in the time history of the
kinetic energy in Figure 5.6, as the temperature increases the kinetic energy slowly decreases. Then, at
the onset of the first stage in the phase transformation, the kinetic energy drops suddenly. When this
first stage of the phase transformation is complete, there is a brief spike in the kinetic energy before
the second stage of transformation begins. However, when this second stage is complete, the overall
kinetic energy in the wire is significantly larger than when the simulation began.
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Fig. 5.7. Temperature Plots for the Non-Localized Phase Transformation: The temperature-induced phase transfor-
mation proceeds as normal, though begins at the leftmost end of the wire.
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Fig. 5.8. Displacement Plots for the Non-Localized Phase Transformation: the vibrating wire undergoes the two-stage
phase transformation. Note that the transformation begins at the fixed end of the wire, due to increased stress at that
end.

We believe that all of these processes may be explained simultaneously as conversion between
various kinds of energy. After the initial wave hits the wire, vibrations oscillate rapidly in a seemingly
random fashion, with significant amounts in both the kinetic and potential energy states. Then, as the
temperature is increased, the energetic metastability of the martensitic phase increases. The increase
in metastability corresponds with a conversion of a significant amount of the kinetic energy to potential
energy in the wire. As the phase transition itself occurs, the potential energy reaches its peak, causing
a brief calm in the wire before the first transformation suddenly “pops” a significant amount of the
wire into the austenitic state, increasing the kinetic energy dramatically. However, since the second
stage of the phase transition is beginning, the kinetic energy is once again converted into potential
energy. Finally, when the full phase transformation is complete, the potential energy is released. When
this occurs, the resulting vibrations resonate at one of the wire’s natural frequencies, causing the larger
peaks and more regular structure of the kinetic energy.

Plots of the temperature distribution, displacements and phases at the time levels t = 0.25 ms,
0.9124 ms, 1.0985 ms and 1.8869 ms are shown in Figures 5.7, 5.8 and 5.9, respectively. As seen in these
plots, the thermally-induced phase transformation occurs similarly as before, occurring first through
about half of the wire and then continuing through the rest in the second stage of the transformation.
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Fig. 5.9. Phase Plots for the Full Transformation: The phase transformation occurs throughout the entire length of
the wire in a distributional nature in two stages.

It is notable, though, that unlike the static case, the transformation begins in the vibrating wire at
the fixed (left) end of the wire. We believe that this is due to the increased amount of stress experienced
when waves reflect off of this end. When these reflections occur, the stress at the fixed end becomes
maximal before sending the wave energy back through the wire. Thus at the moment of reflection, the
increased stress level provides an initial starting point for the phase transformation to begin. Then as
a result of the increase in the overall temperature distribution, the remainder of the wire transforms
soon after.

5.5 Localized Phase Transformations

Since the non-localized phase transformation resulted in an increase in the observable kinetic energy
of the wire, a natural reaction is to test the effect of localized phase transformations as a control
mechanism. In this example, we examine the affect of transforming highly localized areas of the wire
from martensite to austenite. To this end, we unevenly heat the wire using the control

r(x, t) = 10 sin (2π ∗ (x + t/2)) kJ g−1 ms−1.

This heating control allows for both a localization of the heat control, as well as a motion of the
heat in time. Due to the form of the control, there are a large number of full sine waves periodically
heating and cooling the wire. Furthermore, due to the relatively large factor of 2 dividing the time (the
total time T = 2 ms), the heating control moves slowly along the length of the wire as the simulation
proceeds, allowing the temperature of the highly-localized regions to reach the required transformation
temperatures. Lastly, although this three-parameter (amplitude, localization and speed) form of the
heat supply amounts to a very simple form of the thermal control, it serves as an illustrative example
for understanding how localization of the heat control benefits the vibrational damping.

Figure 5.10 provides the kinetic energy history of this experiment. In this plot we see that, as in the
example of the full phase transformation, the kinetic energy again decreases slowly as the temperature is
increased through local regions in the wire. Moreover, when the phase transformation begins in the wire
at the time t = 0.5 ms, the kinetic energy drops suddenly. When this distributed phase transformation
is complete, the kinetic energy again increases; however, the subsequent transformations cancel out
most of the kinetic energy from the system.

These results may be analyzed in relation to the locality of the phase transformations. As seen in
the previous example, the sudden phase transformation resulted in an abrupt burst of kinetic energy
that then resonated at the characteristic speed of the austenitic phase in the wire. Similarly, the
localized phase transformations of the current example induce bursts of vibrational energy. However,
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Fig. 5.10. Kinetic Energy Plot for the Highly-Localized Phase Transformation: The highly-localized phase transfor-
mation results in cancellation of the induced vibrational waves following an initial spike in the kinetic energy.
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Fig. 5.11. Temperature Plots for the Highly-Localized Phase Transformation: The thermal control results in oscillatory
temperatures through the wire. Latent heat effects decrease the peaks in transforming regions.
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Fig. 5.12. Displacement Plots for the Highly-Localized Phase Transformation: A large number of very small regions
transform states; however, these small regions significantly affect displacements along the wire.
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Fig. 5.13. Phase Plots for the Highly-Localized Transformation: The small, transformed regions along the wire are
seen as the appearance of thin light gray lines among the predominantly martensitic state of the wire.

in this case the distributed nature of the phase transformation regions leaves regularly-spaced regions
in which these vibrations travel. Since the induced vibrations travel at the same speeds through these
untransformed regions, the self-cancellation of such anti-phase vibrations results in the overall damping
observed in the experiment.

The effect of the slow-moving, highly-localized heat control r on the temperature distribution may
be seen in Figure 5.11. As time progresses, the temperatures in these small regions grow due to the
slow motion of the control. In the second and third plots, the effects of latent heat from the localized
transformation can be observed. Finally, we note that due to the movement of the heating control, the
temperature waves begin shrinking again as the control moves away from its initial position.

As seen in Figure 5.12, the displacement plots also show the effect of localized phase transformations
on the shape memory wire. Although these transformations only occur on a relatively small amount
of the overall length, they have a significant effect on the resulting displacements in the wire. Finally,
Figure 5.13 shows the phase distributions along the shape memory wire in time. Here, the regularly-
spaced regions of light gray in the lower plots show the locations of the phase transformations.

5.6 “Best Case” Damping Scheme

The best results on vibration damping that we have yet found result from a less localized thermal
control than in the previous example. In this experiment, we again use a localized, slow-moving tem-
perature control having the same overall magnitude; however, in this case the localization is more
coarse than before. The temperature control r is given in this example by

r(x, t) = 10 sin (2π ∗ (x/10 + t/2)) kJ g−1 ms−1,

which results in only five complete thermal waves, as opposed to the fifty in the previous example.
The resulting kinetic energy history is given in Figure 5.14. The general behavior of the vibrational
energy is nearly identical to that of the example 5.5, though the temperature spike after the initial
transformation no longer appears. We believe this is a result of the larger transformation regions, along
with the larger distance the induced vibrations travel before encountering each other and canceling.

The resulting time level plots of the temperature are given in Figure 5.15. As seen in these plots,
when the peaks of the thermal control reach the austenitic transformation temperature those spatial
control regions transform. These transformation again cause a release of latent heat, having a pro-
nounced effect on the resulting temperature distribution. Furthermore, as this thermal control moves
to the right, the temperature variations begin to diminish.
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Fig. 5.14. Kinetic Energy Plot for the “Best Case” Temperature Control: Again, the onset of the phase transformation
damps the wire, though this time the larger phase transformation regions do not result in a spike of kinetic energy.
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Fig. 5.15. Temperature Plots for the “Best Case” Temperature Control: the heating control results in smoother
temperature distributions, with larger transformation regions. Note that the slow movement of the thermal control in
time brings the temperatures back toward the transformation temperature θC = 335 K.

The resulting transformation regions can also be clearly seen in the displacement plots of Fig-
ure 5.16. As seen here, very few of the localized transformation regions exist as purely austenite;
instead these regions have mostly undergone only one stage of the thermal transformation, leaving
regularly-spaced mixtures of austenitic and martensitic variants. We believe that the regular spacing
of these transformations is of vital importance to the large degree of damping that results, as evidenced
by Figure 5.14.

Finally, the phase plots of Figure 5.17 show two important characteristics of these localized damping
regions. First, as seen by tracking the end of the wire, the macroscopic length of the simulated wire
remains virtually unchanged, even though the phase transformations within the wire have changed
the local structure. Also, this figure clearly shows the slow movement of the transformation regions to
the right (toward x = L), as seen from the difference between the timelevel states t = 0.6823 ms and
t = 1.7548 ms.

5.7 Variable Viscosity Effects on Damping

We conclude with computational results showing that the damping results from Section 5.6 do not arise
from the increased viscosities at the onset of the thermally-induced phase transformation resulting from
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Fig. 5.16. Displacement Plots for the “Best Case” Temperature Control: Here there are larger transformation regions,
as well as longer areas of untransformed martensite. We believe these two factors play a key role in the additional
damping ability resulting from this heating scheme.
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Fig. 5.17. Phase Plots for the “Best Case” Temperature Control: The five transformation regions are clearly visible.
Note the movement of the transformation regions, most notably visible between t = 0.6823 ms and t = 1.7548 ms.

the Variable Viscosity Newton Method, Definition 4.1. We examine this through the following example,
in which we use the same initial conditions and increased viscosities as required in the example 5.6.
However, in this case we do not apply any external thermal control, and instead monitor the kinetic
energy progression in time, given in Figure 5.18. We see that, indeed, the increased viscosity levels
required at the onset of the martensitic phase transition affect the overall vibrational energy in the
wire, but the resulting level of vibrational energy in the wire at the end of the simulation (t = 2 ms)
are nearly 10 times larger than the vibrational energy levels resulting from the thermal damping case
5.6, as seen in Figure 5.14.

6 Conclusions on Current SMA and Active Damping

The results from Section 5.2 indicate that regularly-spaced transformation regions prove to be an in-
tegral tool in control schemes using the thermally-induced phase transition in shape memory alloys
for vibration damping. However, in the computational experiments done here, the heat control imple-
mented was much more powerful than anything currently practical. These excessive heating controls
were used primarily because of the typically slow thermal response times associated with shape memory
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Fig. 5.18. Kinetic Energy Plot to Examine Viscous Effects: This example uses the increased viscosity levels resulting
from the example 5.6, but without actively changing the temperature. Note the slight decrease in kinetic energy due to
the viscous effects; however, significant levels of vibrational energy remain in the wire.

alloys, as evidenced by the large specific heat capacity cp and small coefficient of thermal conductivity
κ. Thus the excessive heating controls were used in order to shorten the simulation time required to ob-
serve phase transformations; however, the results pertaining to the onset of the phase transformation,
as well as the suggested localization of the transformation regions, remains valid for even considerably
less powerful thermal controls. Moreover, we predict that a possible “partially-active” control scheme
corresponding to small, perpetually-transforming, slowly moving, distributed transformation regions
along the wire will remain applicable for shape memory alloy damping devices. Theoretical aspects of
this were studied by the authors in [24].

However, due to the slow response times associated with changes to the thermal field in shape
memory alloys, truly active damping applications appear currently out of reach. Alternatively, other
materials such as piezoelectrics and ferromagnetics, which undergo similar, though less-pronounced,
phase transformations as a result of changes in the electric and magnetic fields, respectively, have
significantly faster response times. This is because electrical and magnetic fields are more quickly
changed than thermal fields. Therefore, the application of nonlinear models similar to the one proposed
here, but applied toward those materials, may prove ideal for active vibration damping devices.

Another area for related work lies in the expansion of the current model to higher dimensions.
We believe that the general nonlinear thermodynamic model from Section 2, and the overall solution
method from Sections 3 and 4 would work similarly for the higher-dimensional case; however, the
construction of applicable two-dimensional and three-dimensional forms of the Helmholtz free energy
would prove much more complex. A starting point for such models would be the analysis of both the
Falk-Konopka [11] and Ericksen-James [20–22] free energies. A further difficulty is that shape memory
films and solids allow for the possibility of much more spatially complex temperature controls. However,
it is our belief that a similarly-distributed “checkerboard” pattern of heating control for the thermally-
activated damping would work well in such situations.

In our forthcoming work we look to the study of more complex vibrational excitations, such as
single-frequency continued vibrational excitation at the free (x = L) end of the wire. In this work we
hope to obtain thermal controls that will reduce the level of vibration as the continued excitations
move through the transforming wire.

Our final item of note for the problem of thermally-activated actuation looks toward the development
of future shape memory materials. Through changes in the consistency of particular elements, as well
as material processes such as rolling and smelting, the thermal and mechanical properties of these
alloys may be adjusted. Therefore, it may be possible to develop new shape memory materials with
much faster thermal response times than current shape memory alloys allow. This may be possible
through development of thinner wires and films, or by inclusion of materials having higher conductivity
in the alloy mixture.
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Moreover, considerable work is currently being done on heating and cooling devices to increase
their strength, reduce their size and to improve their cycling frequency. To our knowledge, research
in these areas is focusing on the development of cooling devices using the Peltier effect and heating
devices based on the Joule effect. Advances in these areas may allow for increased controllability
and localization in the thermal control of shape memory materials, therefore allowing for increased
command over their phase transformations and behavior.

7 Appendix: Alternate Damping Possibilities

Our calculations show that the kinetic energy may be removed from a SMA wire by cancelling the
oscillations of neighboring material points. Previous theoretical work on the use of SMAs for vibrational
damping has also considered alternate mechanisms for this conversion between mechanical and thermal
energy. The system can lose its energy also due to the motion of the Austenitic-Martensitic interface.
We include a brief description of this phenomenon for the sake of completness.

R. Abeyaratne and J. Knowles have done a considerable amount of research on damping proper-
ties through their study of the interface dynamics between austenitic and martensitic regions in a
transforming shape memory alloy [1,2]. Within these alloys, Abeyaratne and Knowles find that the
movement of the austenite-martensite phase boundary acts as an active mechanism for conversion of
mechanical to thermal energy (vibrations → heat). They consider the processes of shock- and stress-
induced phase transformations in a purely mechanical model. Within this framework, they analyze
processes using a combination of nonlinear elasticity and jump dynamics at the phase boundary.

To understand their analysis, we first consider the austenite-martensite phase boundary as a dy-
namic discontinuity, where the position of the interface is given by the function s = s(t). Moreover,
we define for any function g = g(x, t) the jump function

[[g(t)]] = g+(t)− g−(t), where

g±(t) = lim
x→s(t)±

g(x, t); (7.1)

the value [[g(t)]] provides a measure of the discontinuity in g at the point (s(t), t). Due to the regularity
of the quantities of interest in the dynamic problem, the deformation u is continuous in x, while the
deformation gradient γ is discontinuous across the phase discontinuity,

[[u(t)]] = 0, [[γ(t)]] 6= 0. (7.2)

Combining the Clausius-Duhem inequality with the assumption that the entropy of a material element
cannot decrease as it moves across strain discontinuity results in the relation [1,2]

f(t) ṡ(t) ≥ 0. (7.3)

Here, the function f = f(t) denotes the driving force acting on the discontinuity at s(t), given by

f(t) = f̂(γ−, γ+) def=
∫ γ+

γ−
σ(z) dz − 1

2
(
σ(γ+) + σ(γ−)

) (
γ+ − γ−

)
(7.4)

We then define the dissipation D(t) of mechanical energy on a small interval (x1, x2) ⊂ (0, L) as the
difference between the change in external work and the rate of change of total energy,

D(t) def= (σut)
∣∣x2

x1
− d

dt
E(t), (7.5)

where E(t) denotes the total energy (kinetic + strain) in the interval (x1, x2) at time t. The field and
jump equations then dictate that at points where γ, v are smooth,

σ′(γ)γx − ρ vt = 0,

vx − γt = 0;
(7.6)

and at points where either γ or v jump across the curve x = s(t), (7.6) becomes [1,2]

[[σ]] + ρ ṡ [[v]] = 0,

[[γ]] ṡ + [[v]] = 0.
(7.7)
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The equations (7.6) and (7.7), along with the definition (7.5) and the assumption (7.3), imply the
following relation,

D(t) = f(t) ṡ(t) ≥ 0. (7.8)

Thus the dissipation may be thought of as the amount of work done on the bar by the moving
discontinuity. As seen from (7.5), as D increases the total energy of the system decreases. Furthermore,
since the driving force f is nonzero at the discontinuity x = s(t) and the interface s(t) is assumed to
move, f(t)ṡ(t) 6= 0, and the overall energy of the system decreases proportionally to the speed of the
phase boundary.
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31. M. Niezgódka and J. Sprekels. Existence of solutions for a mathematical model of structural phase transitions in
shape memory alloys. Math. Meth. Appl. Sci., 10:197–223, 1988.

32. E.R. Oberaigner, T. Antretter, F.D. Fischer, and K. Tanaka. Optimized shape memory dampers, modelling and
application. In Proceedings of the Third World Conference on Structural Control 2002, volume 2, pages 561–582.
John Wiley & Sons, Ltd., 2003. F. Casciati, Edt.

33. R.L. Pego. Stabilization in a gradient system with a conservation law. Proc. Amer. Math. Soc., 114, 1992.
34. D.R. Reynolds. A Nonlinear Thermodynamic Model for Phase Transitions in Shape Memory Alloy Wires. PhD

thesis, Rice University, Houston, Texas, May 2003.
35. S. Seelecke. Modeling the dynamic behavior of shape memory alloys. Int. J. Non-Lin. Mech., Special Issue on

Hysteresis and its Implications in Mechanics, 37:1363–1374, 2002.


